1 Introduction

In recent decades, failure and reliability of MEMS has been drawing increasing attention [1–2]. Fatigue behavior, for instance, may ultimately limit product lifetime in applications, such as microengines and microswitches. One will find needs to impart a desirable residual stress distribution or alter the existing distribution left by the fabrication process itself. Microscale laser shock peening (μLSP) is a technique that can potentially be applied to manipulate the residual stress distribution in surface layers of metal structures with micron-level spatial resolution and thus enhance fatigue and reliability performances of microdevices [3].

Microscale laser shock peening of polycrystalline aluminum and copper has been studied and shown to significantly improve fatigue performance of the peened targets due to the compressive residual stress [4–6]. Compared with mechanical shot peening, the compressive stresses extend much deeper below the surface and the resulting fatigue life enhancement is often greater. It has also been shown through FEM simulation results that μLSP efficiently induces favorable residual stress distributions in metal targets. To fully understand the effect of μLSP and validate the FEM result, X-ray diffraction was used to measure average residual stress and/or strain distributions in metal targets. To study the response to laser shock peening at the microscale and can be used to quantify the microstructure caused by μLSP.

In this paper, the spatially resolved X-ray diffraction profiles from microscale laser shock-peened bulk single-crystal aluminum of different crystalline orientations (001 and 110) were recorded at the microscale. The spatial distribution of residual stress and/or strain, strain deviation, and mosaic size induced in μLSP were subsequently quantified. Crystal lattice rotation caused by plastic deformation during high strain-rate laser shock peening was measured by electron backscatter diffraction (EBSD). The experimental results were then compared with that of simulations obtained from FEM analysis based on single-crystal plasticity. Thus, these measurements provide the possibility to study the response of materials to laser shock peening at the microscale and can be used to verify the results of FEM analysis as well.

2 Experiment and Simulation Conditions

2.1 Microscale Laser Shock-Peening (μLSP) Experiment Conditions. As illustrated in Fig. 1, a frequency tripled Q-switched Nd:YAG laser (λ = 355 nm) in TEM00 mode was used in the μLSP experiments because of higher laser-energy absorption on aluminum samples at shorter wavelengths. The pulse duration was 50 ns, spacing between consecutive pulses along a shock line was 25 μm, and pulse numbers were 3 on each shocked
location at 1 KHz pulse repetition rate. Laser beam diameter was 12 \( \mu \text{m} \) and laser intensity was approximately 4 GW/cm\(^2\). A thin layer of high-vacuum grease, about 10 \( \mu \text{m} \) thick, was spread evenly on the polished sample surface, and a 16 \( \mu \text{m} \) thick polycrystalline aluminum foil, chosen for its relatively low threshold of vaporization, was tightly pressed onto the grease. The sample was placed in a shallow container filled with distilled water around 3 mm above the sample’s top surface. After LSP, the coating layer and the vacuum grease were manually removed. The induced deformation is due to shock pressure and not due to thermal effects, since only the coating is vaporized by the laser shock. Further details of LSP setup are given to Ref. [4–6].

Fully annealed single crystals of pure aluminum with orientations \( \{001\} \) and \( \{110\} \), shown in Fig. 2, were used for LSP experiments. Aluminum is one of materials routinely used in microdevices due to its good mechanical and electrical properties. Although polycrystalline metals are more widely used in practice, single crystal metal is ideal for fundamental study. The sample was cut to shape using wire electrical discharge machining (EDM). A Laue X-ray was used to determine the crystal orientation within \( \pm 1 \) deg and laser shock peening was applied along this direction in all samples. Regular mechanical polishing with diamond grit sizes 6 and 1 \( \mu \text{m} \) was used to remove the heat-affected zone of the cutting surface, and electrochemical polishing was applied for all samples to eliminate any remaining deformed material prior to shock peening.

2.2 FEM Simulation Conditions. In FEM analysis, the spatial and temporal dependence of shock pressure was solved numerically based on Ref. [12] and was extended to a spatial non-uniform shock pressure with a Gaussian spatial distribution [4–5]. The nonuniform shock pressure was then used as the loading for the subsequent stress and/or strain analysis, in which von Mises criterion was used, and the analysis was implemented in a commercial solver, ABAQUS. Based on the theory of Asaro [13], a user-material subroutine UMAT for single-crystal plasticity written by Huang [14] and modified by Kysar [15] is incorporated into the finite element analysis [16]. In the UMAT, the \{111\}\{110\} slip systems in FCC metal are used for single crystal Al. A critical shear strength \( \tau_{CRSS} = 1 \text{ MPa} \) on each of the slip systems is assumed. The induced deformation state is two-dimensional, i.e., a plane strain deformation state, with the experiment conditions indicated in Fig. 2, according to Rice [17]. Simulation was carried out in two-dimensional and finite geometry 800 \( \times \) 400 \( \mu \text{m} \) in length and 400 \( \mu \text{m} \) in height) was assumed. Shocks are applied on the top surface along a narrow strip in the width direction. The bottom surface is fixed in position, while all the other side surfaces are traction free. In order to eliminate the “volume locking” that oc-
curs in plastic deformation simulation, linear elements with reduced integration and hourglass stiffness control are used. With the FEM model based on single-crystal plasticity, material response at either macroscale or microscale can be predicted, such as geometry deformation, residual stress and/or strain spatial distribution, and lattice rotation field. Figures 3 and 4 show the typical simulation results of strain distribution and lattice rotation field in cross section for sample Al (001) and Al (110), respectively. However, it is necessary to verify the predictions and optimize parameters of the FEM model by experiments both in the macro- and microlevels.

3 Measurement and Characterization Methods

3.1 X-ray Microdiffraction Measurement. A high-brightness X-ray beam (beamline X20A) of National Synchrotron Light Source at Brookhaven National Lab was used in diffraction, and the beam size was 5 by 7 μm. Monochromatic synchrotron radiation at 8.0 KeV (λ = 1.54024 Å) was used, since it is smaller than the K absorption edge for Al, which is 9.87 KeV [18], so that the fluorescence radiation would not be excited. To obtain a proper 2θ diffraction profile for each measurement point, the diffraction conditions of the two Euler angles of θ and χ angles should be optimized for every measuring point. The optimization of θ and χ is to set the normal of the diffracting planes at the proper orientation on the diffractometer [19].

Multiple measurement points were chosen along a line perpendicular to a shocked line as shown in Fig. 2. The spacing between adjacent measurement points starts from 10 μm (within ±100 μm away from the center of the shocked line) and reduces to 5 μm within ±20 μm from the center of the shocked line in order to spatially resolve the residual stress, as shown in Fig. 2. At each position, the corresponding X-ray diffraction profile is recorded by a modified version of the SPEC software package [20] and repeated for each shocked line.

3.2 EBSD Measurement. In addition to X-ray microdiffraction, electron backscatter diffraction (EBSD), a technique for obtaining crystallographic orientation with submicron spatial resolution was applied to the shock-peened samples. Microstructure changes, such as crystallographic orientation and texture, were studied quantitatively. EBSD data were collected using a system supplied by HKL Technology [21] and attached to a JEOL JSM 5600LV scanning electron microscope (SEM). The samples were briefly electrically polished to remove the mechanical scratches on the surface. The shocked region was accurately located using SEM before the EBSD measurements. All data were acquired in the automatic mode, using external beam scanning and employing a 1 μm step size. The scan area is 100 μm×150 μm on the shocked surface and covered the shocked line center as shown in Fig. 2. Details about EBSD measurement can be found in [22].

3.3 Spatially Resolved Residual Strain/ Stress Evaluation Method. If a piece of metal is deformed elastically such that the strain is uniform over a relatively large distance, the uniform macrostrain will cause a shift in the diffraction lines to new positions. If the metal is deformed plastically, such as in this case, the deformation creates adjacent regions of slightly different orientations. The residual strain can vary from region to region to cause a nonhomogeneous strain state, which results in strain deviation and a broadening of the diffraction profile. In fact, both kinds of strain are superposed in plastically deformed metals, and diffraction is both shifted and broadened [18]. It is the superposition that makes it difficult to evaluate the local strain and residual stress distribution.

However, on the basis of a composite model, local strain and residual stress can be evaluated for single-crystal metal under plastic deformation as reported by Ungar [23] by recognizing that the crystal dislocations often arrange themselves in a cell structure. A cell structure consists of “cell interior” and “cell wall” as postulated by [23]. The cell walls parallel to the compressive axis are under a residual uniaxial compressive stress $\Delta \sigma_w < 0$ and the cell interior under a uniaxial tensile stress $\Delta \sigma_r > 0$. The asymmetrical Bragg reflections can then be separated into the sum of two symmetrical peaks, which correspond to cell interior and cell wall. For brevity, the subscripts $w$ and $r$ will be used for walls and cell interiors respectively. The integral intensities of the subprofiles relative to the integral intensity of the measured profile are proportional to the volume fractions of the cell walls $f_w$ and cell interiors $f_r = 1 - f_w$, respectively. According to the model, stress equilibrium of the unloaded crystal requires

$$f_w \Delta \sigma_w + (1 - f_w) \Delta \sigma_r = 0 \tag{1}$$

The asymmetric line profiles $I$ are assumed to be composed of two components $I_1$ and $I_2$, where $I_1$ is attributed to the cell-wall material (the integral intensity of which is proportional to $f_w$) and $I_2$ to the cell-interior material (the integral intensity of $I_2$ is proportional to $f_r = 1 - f_w$). The centers of both components are shifted in opposite directions in accordance with $\Delta \sigma_w < 0$ and $\Delta \sigma_r > 0$. These shifts can be expressed by the relative change of the mean lattice plane spacing $d/\bar{d}$ as follows:

$$\frac{\Delta d_w}{d_w} = \frac{\Delta \sigma_w}{E}, \quad \frac{\Delta d_r}{d_r} = \frac{\Delta \sigma_r}{E} > 0 \tag{2}$$

where $E$ is Young’s modulus. We introduce a Cartesian coordinate system with the z-axis parallel to the stress axis and the x- and y-axes perpendicular to the two sets of walls that are parallel to the stress axis. Then, the measure of the residual stresses can be characterized by the absolute value of the difference

$$\sigma_z = |\Delta \sigma_w - \Delta \sigma_r| \tag{3}$$

Their range of influence is of the order of the cell dimensions, which is longer than the range of individual dislocations in a random distribution, (e.g., in cell walls or in cell interiors). The lateral residual stress in the sample surface plane is

$$\sigma_{\parallel} = \sigma_{\perp} = -\sigma_z \cdot \nu \tag{4}$$

where $\nu$ denotes Poisson’s ratio.

3.4 Strain Deviation and Mosaic Size-Evaluation Method. Based on the Fourier analysis of the diffraction profiles, the Warren and Averbach method [24] allows to obtain strain deviation and distribution function of mosaic size directly from the Fourier series coefficients.

Considering a single-crystal sample in which there is plastic deformation induced by laser shock peening, there is nonuniform spacing change between the diffraction planes in a region and strain variation is thus induced, causing a broadening of the X-ray line profile. The shock peening also produces dislocation arrays [23,25], such as small angle boundaries that subdivide the original single crystal into small coherent domains as grains in polygrained metal. As a result, the peened region can be regarded as polygrained metal [26]. Those small mosaics, such as grain, will cause the broadening of the line profile because there are not as many planes to cause destructive interference away from the exact Bragg angle [18]. Therefore, both kinds of effects contribute to the broadening of the X-ray line profile in plastically deformed metals.

From the analysis of [24], the sample can be represented as columns of unit cells along the direction that is perpendicular to the diffraction plane in the reciprocal lattice space. The X-ray line profile can be considered as the combination of reflected X-ray from all pairs of unit cells. The measured X-ray line profile is then represented as the Fourier series in the reciprocal lattice space [24]

$$P(2\theta) = \frac{KNF^2}{\sin^2 \theta} \sum_{n=-\infty}^{\infty} (A_n \cos 2\pi nh + B_n \sin 2\pi nh) \tag{5}$$
where \( P(2\theta) \) represents the measured X-ray line profile versus \( 2\theta \), \( F \) is the structure factor and \( K \) is the angular factor. \( N \) represents the number of unit cells in the sample and \( h \) is the reciprocal of the lattice spacing. The real part of Fourier coefficient \( A_n \) can be described as the product of the size effect and the strain effect [27]:

\[
A_n = A_n^D A_n^S
\]

where \( A_n^D \) represents the spacing change between the diffraction planes and \( A_n^S \) is a measure of the grain size. Furthermore, for small values of \( f \) and \( n \), \( A_n \) can be expressed by [27]

\[
\ln A_n = \ln A_n^S - 2\pi^2f^2n^2 \leq \langle n^2 \rangle
\]

where \( f \) is the number of unit cells between diffraction planes and \( \langle n^2 \rangle^{1/2} \) is standard strain deviation that indicates strain uncertainty. According to Eq. (7), \( \ln A_n \) versus \( n^2 \) is represented as a straight line, whose slope and intersection with \( n = 0 \) can be used to evaluate the strain deviation and size effects.

4 Results and Discussions

As mentioned before, after shock peening, macroscopic quantities (residual strain and stress), and microscopic quantities (crystalline orientation field and mosaic size) can be evaluated through the analysis method based on the data from X-ray microdiffraction or EBSD measurement in Sections 3.1 and 3.2, and compared with the FEM simulation.

4.1 Macroscopic Quantities

4.1.1 Spatially Resolved Residual Stress Characterization

Figures 5 and 7 show the three-dimensional spatial distribution of those measured X-ray profiles for Al (002) and (220) reflection in the direction perpendicular to the shocked line, respectively. The corresponding X-ray profiles at the shock-peened center and unshocked region are singled out in Figs. 6 and 8 to show the noted difference. It is clear that after shock peening, the X-ray profile was significantly broadened and became asymmetric compared to the unshocked region for both (001) and (110) samples. Considering the X-ray profile of the (001) sample at 5 \( \mu \)m, to the right of the shocked line center as shown in detail in Fig. 9, the raw profile represented by the unsmoothed curve is smoothed to obtain the fitted profile \( I_f \), which is subsequently decomposed into two symmetric subprofiles \( I_{+1} \) and \( I_{-1} \) using the Lorentzian peak function [27]. The centers of the decomposed subprofiles are found to be shifted in opposite directions and the shifts can be related to the relative change of the mean lattice plane spacing \( \Delta d/d \) of the corresponding lattice planes.

\[
\frac{\Delta d}{d} = -\cot \theta \Delta \theta_f \quad \text{(or) } \Delta \theta_w
\]

where \( \Delta \theta_f \) (or \( \Delta \theta_w \)) is the angular shift of the subprofiles \( I_f \) (or \( I_w \)) relative to the exact Bragg angle \( \theta \) of the shock-free regions. This equation is based on taking total differential of the Bragg law assuming a perfect X-ray wavelength. For Al (002) reflection profile at position \( +5 \mu \)m from the shocked line, the ideal Bragg angle corresponding to the shock-free regions is \( \theta = 22.36^\circ \), the centers of gravity of the decomposed subprofiles are \( \theta_f = 22.32^\circ \) and \( \theta_w = 22.38^\circ \), and therefore, \( \Delta \theta_f = -0.032^\circ \) and \( \Delta \theta_w = 0.028^\circ \). For Al crystals with \( E = 70 \) GPa and \( v = 0.33 \), \( \Delta \sigma_x \) and \( \Delta \sigma_y \) are 95 MPa and \( -82.6 \) MPa, respectively, according to Eqs. (2) and (8). Equation (3) gives the axial residual stress \( \sigma_{xx} = 177.6 \) MPa, and Eq. (4) gives the lateral residual stress within the sample surface plane

\[
\sigma_{xx} = \sigma_{yy} = -\sigma_{zz}, v = -58.6 \text{ MPa}
\]

Following the analysis method above for each measurement point, the spatially resolved residual stress distribution for Al (001) is shown in Fig. 10. The simulation results from FEM are also overlapped in Fig. 10. The distributions show similar patterns and
generally agree with each other. In terms of the lateral extent of the compressive residual stress, the experiment results indicate about 640 μm from the center of shocked line, while FEM results overestimate it. This is likely due to the shock pressure model used in the FEM, which may have overestimated the lateral expansion effect of pressure loading on the sample surface.

4.1.2 Strain Deviation Spatial Distribution Across the Shocked Region.

To better understand shock-induced plastic deformation, it is necessary to study the corresponding inhomogeneous strain variation in the depth direction, which can be calculated from the recorded X-ray profiles according to the method discussed in Section 3.4. From the theory of [24], for small values of $l$ and $n$, the logarithm of the measured Fourier coefficient is given by Eq. (7). For Al (002) reflection, $l=2$, so the strain effect term can be represented as $-2\pi l^2n^2\langle \varepsilon_i^2 \rangle$, in which $\langle \varepsilon_i^2 \rangle^{1/2}$ represents standard strain deviation caused by the laser shock peening in the [002] direction, which is in the depth direction perpendicular to the surface for Al(001) sample. If we choose $n^2$ as the $x$-axis and $\ln A_n(l)$ as the $y$-axis, Eq. (7) represents a straight line with slope $K = -2\pi^2l^2\langle \varepsilon_i^2 \rangle$. Thus, the slope of this fitted line can be used to calculate the strain deviation from that X-ray profile as

$$\langle \varepsilon_i^2 \rangle^{1/2} = \sqrt{\frac{K}{-2\pi^2l^2}}$$

For example, at the position of 10 μm from the shocked line, the slope of fitted line is $K = -0.05035$, $l=2$ for Al (002) reflection, so the $\langle \varepsilon_i^2 \rangle^{1/2}$ is 0.025 based on Eq. (10). In order to obtain the spatial distribution of the strain deviation in depth direction, X-ray profiles at each position cross the shocked line (from 30 μm left of the shocked line to 30 μm on the right) were processed by using Fourier transformation with Stoke’s correction [27]. Fourier number $n^2$ versus $\ln A_n$ for sample Al (001) is shown in Fig. 11.
4.2 Microscopic Quantities

4.2.1 Crystal-Lattice Rotation. Crystal-lattice rotation is well defined within the context of kinematics of single-crystal plasticity and a key parameter in the simulation model. It is well known [17] that both face-centered cubic (fcc) and body-centered cubic (bcc) crystals admit a state-of-plane strain deformation if the crystal is oriented and the mechanical loading is applied along certain crystallographic directions. The current orientation of the lattice directions with respect to the initial one is determined by the rotation in the polar decomposition of the elastic part of deformation [29]. Therefore, the crystalline orientation field measured from EBSD enables characterization of the in-plane lattice rotation induced by microscale laser shock peening under approximate plane strain conditions to compare with the results from the FEM analysis.

The lattice rotation contour map on the shocked Al (001) sample’s surface is shown in Fig. 13(a). Figure 13(b) shows the spatial distribution of lattice rotation along two lines across the shocked line with spacing = 34 μm. The red region corresponds to counterclockwise rotation about the z-axis, which is positive; and the blue region corresponds to clockwise rotation, which is negative. It is clear to see that the lattice rotation is zero (green region) far away from the shocked line, which corresponds to the shock-free region. The lattice-rotation distribution along the shocked line is quite similar along two lines, which suggests the approximate two-dimensional deformation state. The lattice rotation value is ±3 deg between ±35 μm from the center of shocked line, and the rotation direction is antisymmetric on both sides of shocked line. In order to investigate the effect of crystal orientation on lattice rotation, an aluminum sample shocked on the (110) surface was also studied as seen in Figs. 14(a) and (b). The general trend of lattice rotation, such as the rotation direction and magnitude, is the same with that of Al (001).

Simulation for spatial distribution of lattice rotation was carried out and shown in Fig. 15. It can be seen that the lattice rotation distribution is quite similar to the experimental results. When the position changes from left of shock line to the right for Al (011), the lattice rotation starts from zero deg (beyond ±40 μm) to a maximum negative value (−4 deg at −15 μm) and after that, the
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magnitude of lattice rotation decreases to zero again close to the shocked line center. For the right side of shock line center, the distribution is antisymmetric with the left side.

4.2.2 Average Mosaic Size. As discussed before, the size-broadening effect is represented by a cosine Fourier series similar to that developed for strain broadening, and, hence, the Fourier coefficients $A_n$ give very general method of handling either effect. From the analysis of \[ \frac{dA_n}{dn} \] the initial slope of the $A_n$ versus $n$ curve is

$$\frac{dA_n}{dn} \bigg|_{n=0} = -\frac{1}{N_3}$$  \hspace{1cm} (13)

where $N_3 a_3$ is the average column length, and, hence, an average mosaic size in the direction $a_3$. Also we have

$$\frac{1}{2} = (2a_3/\lambda)(\sin \theta - \sin \theta_0)$$  \hspace{1cm} (14)

where $\lambda$ is the wavelength of the X-ray, $\theta$ is the maximum angle in the X-ray profile, and $\theta_0$ is the ideal Bragg angle. So if the size-broadening effect is expressed in terms of a plot of the Fourier coefficients $A_n$ versus $n$, the initial slope of the curve gives directly the average column length, which is the average mosaic size in that direction.

Figure 16 shows the initial slope of the $A_n$ versus $n$ curve (the line connecting the first two points in $A_n$-$n$ curve) at different distance from the shock line center. If the initial slope of curve is $K$, then the average mosaic size $D$ at that position can be evaluated as

$$D = \frac{1}{K} a_3$$  \hspace{1cm} (15)

From the analysis above, the size effect can be obtained from Fourier analysis of X-ray profiles. Figure 17 shows the spatial distribution of average mosaic size for Al (110) sample evaluated from the X-ray profile analysis mentioned above. It can be seen that the average mosaic size decreases when move closer to the shock line center. In the region of $\pm 20 \mu m$ from the center, the mosaic size is around 1 $\mu m$ to 0.7 $\mu m$ and increases sharply to over 100 $\mu m$ beyond this range. This is reasonable because the
The shock-peening effect is higher in the shock line center, and larger plastic deformation will favor the formation of mosaic structure. In addition to using X-ray profile analysis to obtain the mosaic size distribution after laser shock peening, EBSD measurement was also applied on sample (110) surface and mosaic structure can be studied directly and compared with the result from the X-ray. Mosaic structures can be quantitatively analyzed through EBSD measurements because EBSD is based on data acquisition of crystalline misorientation angles with submicron spatial accuracy, and the misorientation angle accuracy is less than 1 deg. Figure 18 shows the microstructures of mosaic for the Al (110) sample. The thin black lines show mosaic boundaries whose misorientation angles are larger than 3 deg. The line I represents laser shocked line. The cross sections, represented by lines 1, 2, and 3 with spacing 12.5 μm, are made perpendicular to the shocked line. The spatial distribution of mosaic size along the three lines is shown in Fig. 18(b). It is observed that within the shock-peening region (±20 μm from the shock line center), it has a larger increase in mosaic structure and the smallest mosaic size of 0.8 μm dominant in the center and becomes larger away from the shock-peened region. The result is consistent with the result obtained from the X-ray profile analysis mentioned previously.

As a result of a mosaic size refinement, the shocked area is strengthened according to well-known empirical relationship, such as the Hall-Petch relation between average grain size and the yielding limit of a bulk metal [30], since metal in shocked area can be considered as polycrystalline metal due to the mosaic structure

\[ \sigma_y = \sigma_\theta + \frac{k}{\sqrt{d}} \]  

(16)

where \( \sigma_y \) is the flow stress, \( \sigma_\theta \) and \( k \) are material dependent constants, and \( d \) is the average mosaic size. For pure aluminum (99.99%), the corresponding \( \sigma_\theta \) and \( k \) are \( \sigma_\theta = 15 \) MPa and \( k = 2.33 \) MPa·mm\(^{1/2}\) [30]. The yield stress spatial distribution across the shocked area can be obtained by using the average mosaic size and is shown in Fig. 17. It can be seen that strength is improved significantly in shocked area and yield stress is increased to almost 110 MPa in the shocked line center by micro-laser shock peening.

Other than the method of Fourier analysis, average mosaic size can also be roughly estimated by using the Scherrer formula [18]:

\[ D = \frac{0.9\lambda}{B \cos \theta_0} \]  

(17)

where \( \lambda \) = wavelength, \( B \) = broadening of diffraction line measured at half its maximum intensity (radians), and \( \theta_0 \) is the ideal Bragg angle. By using the X-ray profile at 100 μm from the shocked line to correct the instrumental broadening, the calculated average mosaic size is shown in Fig. 19; it shows that the mosaic size is much smaller than the result by Fourier analysis. This is so because X-ray line broadening is relating to the sample and instrument. Sample broadening is usually from mosaic size and inhomogeneous strain variation in \( d \)-spacing. The method of the Scherrer formula considers that the total X-ray profile broadening is only caused by the small mosaic size, while Fourier analysis separates the total broadening effect into two parts and calculates mosaic size and strain deviation, respectively. Thus, compared to the result from Fourier analysis, mosaic size of the Scherrer for-
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This document appears to be a section from a journal article, possibly related to material science or engineering, discussing the effects of laser shock peening on material structure and properties, particularly focusing on mosaic size refinement and its impact on strength enhancement.
formula is smaller. Therefore, Fourier analysis should be used to precisely calculate mosaic size from the recorded X-ray profiles.

4.3 Further Understanding of LSP-Induced Microstructure-Dislocation Cell Structure. From the recorded X-ray profile for the single-crystal Al samples (Figs. 5 and 7), it strongly suggests the existence of dislocation cell structure. In fact, dislocation cell structures were observed via transmission electron microscopy (TEM) in laser shock-peened metals, such as copper [31]. This accompanies the generation and storage of a larger dislocation density during the shock process than for quasi-static processes.

There are various models of dislocation patterning, such as cell structure formation, proposed that differ from the starting point, namely, the driving force of this process [32–34]. According to the thermodynamic approach, dislocation cells are considered as low energy structures [32]. This approach is, however, incorrect because energy minimization principles do not apply to dissipative processes far from equilibrium, such as dislocation glide during plastic deformation. In the synergetic theories developed by [33], the nonlinear dynamics of various dislocation densities is considered, such as mobile, immobile, and dipole dislocation configurations; the evolution and dynamic stability of dipolar dislocation arrangements are the main concern. An inherent weakness of this model relates to the neglect of long-range dislocation interactions. This could be a problem with dislocation cell formation where patterning occurs on the same mesoscopic length scale that governs the effective range of dislocation interactions.

In another model, it is assumed that the geometrically necessary effective stress fluctuations experienced by gliding dislocations cause appreciable fluctuations of the local strain rate. This enables the mobile dislocations to probe new configurations again and again. During this process, energetically favorable configurations possess a certain chance to become stabilized, whereas unfavorable arrangements are rapidly dissolved again. Cross slip supports this process by increasing the “selection pressure.” That is, through increasing the range of possible slip planes, cross slip increases the efficiency with which dislocations can move down energy gradients. Based on the stochastic dislocation dynamics model from [34], cross slip will increase the fraction of mobile dislocations so the dislocation cell formation is favored by easy cross slip. Figures 5 and 7 show 3D Bragg reflection profiles along the direction cross the shocked line for Al (001) and Al (110) samples. The asymmetric line profile is significant mainly in the range of ±20 μm from the shocked line center for (110) orientation compared to the ±30 μm range in (001) orientation. Also, as shown in Fig. 20, the volume of cell wall is less in (110) orientation and has narrower spatial distribution. So, the (001) orientation is easier to form dislocation cell structure than (110) orientation in microscale laser shock peening. As shown in Fig. 21, it is well known for FCC crystals that the plastic slip systems are the (111) family of planes in the (110) family of directions, for a total of 12 possible slip systems. However, the distribution of resolved shear stress in each slip system for loading in different orientations is different [35]. The slip systems that have the maximum resolved shear stresses for loading applied in (001) and (110) orientation samples are shown below, and slip would occur in those slip systems. For the (110) orientation, there are four possible activated slip systems: (111) [101], (111) [011], (111) [001], and (111) [101]. For the (001) orientation, there are eight possible activated slip systems: (111) [101], (111) [011], (111) [110], (111) [101], (111) [011], (111) [101], and (111) [110]. As a result, for the (110) orientation, cross slip is more difficult to occur because there is no common slip direction between different slip planes. However, in (001) orientation, the slip systems (111) [101] and (111) [101] can generate the cross slip between these two slip planes. For the total eight slip systems, cross slip can occur between every two of them. Thus, cross slip is much easier to occur in (001) orientation than in (110) orientation, and this favors the formation of cell structure in (001) orientation.

5 Conclusions

The FEM simulation results and experimental characterization methodologies presented herein enable a systematic study of the microscale laser shock-peening (μLSP) process. The resolved...
spatial residual stress and/or strain distribution was achieved in microlevel by X-ray microdiffraction. The compressive residual stress is ~80 to ~100 MPa within ±20 μm from the shocked line center, and it decreases very quickly to a few MPa beyond that range. Crystal orientation (001) was found to be more beneficial to the formation of cell structure than (110) orientation. Also, strain deviation at depth direction and average mosaic size were extracted from the recorded X-ray profiles. The lattice rotation field was found to be antisymmetric on the surface across the shocked line. The magnitude of rotation is ±3 deg and covers a region around ±35 μm across the shock line center. A mosaiclike substructure was formed in submicron size within the region of ±20 μm from the shocked line center and consistent with the measurement from EBSD. Strength of the peened region was increased due to the mosaic structure. The experimental results were compared to that from FEM analysis, and the results show a close correspondence between them. Thus, μLSP can be used to improve the reliability performance of microdevices, and the process can be optimized with the above systematic study.
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